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1.Generative Pre-trained Transformers Come to School

2.Putting GPTs to Work: A Case Study

3.Implications







The Immediate Solution



Generative AI: uniquely reconstituted digital 
artifacts—text, image, sound or in 
multimodal combination—created on the 
basis of patterns whose human meanings 
have been identified in sources through 
supervised and/or unsupervised machine 
learning.

C-LLMs are a kind of 
Generative AI:

Chatbots using Large 
Language Models



The Technology is Not-So-New (1)

Weizenbaum, Joseph, "ELIZA—A Computer Program for the Study of Natural Language Communication 
Between Man and Machine,” Communications of the ACM, 9(1):36-45, 1966.



The Technology is
Not-So-New (2)

Church, Kenneth W. and Robert L. Mercer, 
"Introduction to the Special Issue on 
Computational Linguistics Using Large Corpora,” 
Computational Linguistics, 19(1):1-24, 1993.



What’s Deeply Wrong About C-LLMs for Education

1. Sourcing: The machine buries its sources.

2. Facts: The machine can have no notion of empirical truth.

3. Theory: The machine can have no conception of a theoretical frame or disciplinary 
practice.

4. Ethics: If the machine is socially well mannered, it is not because it sources are 
necessarily that.

5. Critical Dialogue: To appear a good interlocutor, the machine is skewed towards 
being uncritically affirmative.
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Practice: 
Recalibrating a 

C-LLM



Peer and AI Review Workflow
62 Graduate Students in 2 Courses











Results (some startling!)

1. Length of Reviews: 336 words per peer review; 1335 words per AI review.

2. Academic Language Level: 7.8 in peer reviews, 16.25 in AI reviews.

3. Rating: 3.82 by peers, 3.18 by AI; broad agreement about relative performance.

4. Sentiment Analysis: Human slightly more positive (0.32) than that of AI reviews (0.22).

5. Human/AI comparison: Different kinds of feedback, both helpful, AI “uncanny valley” 

6. Survey: Most found the AI feedback a helpful supplement to peer feedback
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1. An Epistemic Frame: prompt the machine to offer students feedback on the 
basis of a theory of knowledge applicable to their learning.

2. An Empirical Frame: require the learners to bring verifiable facts to the 
machine.

3. An Ontological Frame: bring the theoretical frames of disciplines to the 
machine; fine-tune with well-vetted specialized corpora.

Making the Most of C-LLMs in Education:
Recalibration with Prompt Engineering



CGScholar: New Learning

Facebook: New Learning

Twitter: neolearning
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